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ABSTRACT
In a co-space environment, the physical space and the virtual
space co-exist, and interact simultaneously. While the phys-
ical space is virtually enhanced with information, the virtual
space is continuously refreshed with real-time, real-world in-
formation. To allow users to process and manipulate infor-
mation seamlessly between the real and digital spaces, novel
technologies must be developed. These include smart in-
terfaces, new augmented realities, efficient storage and data
management and dissemination techniques. In this paper,
we first discuss some promising co-space applications. These
applications offer experiences and opportunities that neither
of the spaces can realize on its own. We then argue that the
database community has much to offer to this field. Finally,
we present several challenges that we, as a community, can
contribute towards managing the co-space.

1. INTRODUCTION
Traditionally, the physical space and the virtual space are
disjoint and distinct. Users in each space operate within
the scope of the space, i.e, they may communicate among
themselves but do not cross the boundary to the other space.
However, technological advances in ubiquitous computing,
smart interfaces and new augmented realities have made it
possible for these two spaces to co-exist within a single space,
the co (existing) space.

In a co-space environment (or cyber-physical system), the
physical space and the virtual space interact simultaneously
in real-time. Locations and events in the physical world are
captured through the use of large number of sensors and mo-
bile devices, and may be materialized within a virtual world.
Correspondingly, certain actions or events within the virtual
domain can affect the physical world (e.g. shopping or prod-
uct promotion and experiential computer gaming). Thus, on
one hand, the physical space is virtually enhanced with infor-
mation. On the other hand, the virtual space is continuously
refreshed with real-time, real-world information. Figure 1
shows the information flow within a co-space environment -
data may flow within a single space, but more importantly,
data also flows into the other space. It is this that distin-
guishes co-space from mixed reality (or augmented reality or
augmented virtuality) [28] - while mixed reality integrates
the real and virtual worlds (e.g., augmenting live video im-
agery with computer generated graphics), it is done in a rigid
and static manner, and does not capture real-time changes
and their effects on either of the spaces.
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Virtual
Space

Data in 
Physical
Space

Figure 1: Data flow within co-space as a result of
simultaneous interaction.

In co-space, we can design innovative applications that pro-
vide experiences and opportunities that neither the physical
nor the virtual spaces alone can offer. Some example appli-
cations include partnership in shopping among online and
physical shoppers, an enhanced digital model that captures
physical troop movement, location based games and social
networking.

Within such a context, it is easy to see that large amount of
data and information must flow to/from co-space in order
to ensure that the real and virtual worlds are synchronized.
This brings new challenges such as a need to process het-
erogeneous data streams in order to materialize real world
events in the virtual world and more intelligent processing
to send interesting events in the co-space to someone in the
physical world.

To allow users to process and manipulate information seam-
lessly between the real and digital spaces, novel technologies
must be developed. These include smart interfaces, new aug-
mented realities, efficient storage and data management and
dissemination techniques. In this paper, we first present
a sample of promising co-space applications. Given that
these applications are data-driven, and the potential size of
the data that could be generated is enormous, we believe
that the database community has much to offer to drive
the growth of this field. Finally, we identify and present
several challenges that we, as a community, can contribute
to manage the large amount of data, the huge number of
events and the massive number of concurrent users within
co-space. These include the development of efficient stor-
age and indexing methods, processing engines, parallel and
distributed architectures.

2. CO-SPACE SCENARIO APPLICATIONS
The co-existence of the physical and digital spaces offers op-
portunities for novel applications. We shall highlight three
of them here.
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Military Mission Exercises
Traditionally, military exercises are either carried out in the
physical realm or the virtual domain. In the physical realm,
soldiers and military vehicles are mobilized for operations in
some physical terrain. In the virtual domain, commanders
“sweat out” in air-conditioned rooms in a simulated warfare
over 3D virtual world models of the physical entities. While
the former is realistic, it is limited by scale (both in the
number of personnel and physical space); the latter, how-
ever, handles large scale warfare at the expense of actual
ground happenings (e.g., it may take much longer time to
cross a river physically than estimated in a model because
of ground constraints and fitness of the soldiers; moreover,
in a model, soldiers can walk through a building destroyed
by artillery, but given that this may not actually happen in
the physical space during an exercise, the time to bypass the
building may be much longer.).

With co-space technology, we can now conduct a more real-
istic military exercise that takes on a completely new expe-
rience and flavor. Consider an exercise that involves both a
small scale military exercise (the physical space) and a vir-
tual model of a large scale military exercise. The physical
space essentially forms a small part of the entire military
exercise (e.g., a physical exercise over a physical space of
5 km by 5 km compared to a virtual model that simulates
a war over 100 km by 100 km space). Now, on the physical
ground itself, soldiers and vehicles are equipped with loca-
tion tracking devices to monitor their movement as well as
other information such as fire-power, casualties, etc. At the
command center, based on real-time feed of the sensed data,
the virtual model more accurately reflects the ground situa-
tions. Moreover, actions taken within the virtual world (e.g.,
simulating reinforcement, enemy counter-attack, etc) will be
relayed to the ground troops that may then further influence
the ground decisions. For example, if a region in the ground
occupied by troops were air-raided, then the troops must
“die”.

Co-Space Marketplace
In today’s marketplace, you either shop in a mall or you can
buy your products online. If a physical shop exists that also
has a web page (a very primitive form of virtual model),
there is a very limited real-time interaction between the two
spaces - when a customer purchased an item, the quantity-
on-hand may be updated immediately.

In the near-future co-space marketplace, a physical mall will
be“expanded” into a mall (virtually) that houses many more
shops than the physical mall. In addition to the virtual cor-
respondence of the physical shops, the virtual mall can rent
out virtual space for virtual shop owners. At the physi-
cal mall, screens (large displays) can be set up within each
physical shop for cyber shoppers to communicate with phys-
ical shoppers within the same shop (e.g., through text mes-
sages). While a physical shopper is restricted to the shops
that are physically located in the mall, the online shopper
has a wider selection of shops (and products). The virtual
mall need to be kept up-to-date with real time information
from the physical mall, e.g., live programs that are hap-
pening in the physical mall, on-going lucky draws, updates
on availability of products, etc. In addition, the cyber and
physical shoppers can interact with one another. When both

are in the same shop (one in the physical space, the other in
the virtual space), they can communicate and benefit from
discounts (e.g., for a “buy two for the price of one” offer,
each can buy one while sharing the cost) or complain to one
another over poor services.

This concept can be easily extended to build and“expand”a
stadium sitting capacity to target global audience, “expand”
the space for exhibits in a museum, and so on.

Co-Space Gaming and Social Networking
One class of gaming in a co-space environment is location
based gaming (LBG). LBG is gaining popularity and is be-
lieved to be the future of video-gaming where a player’s ev-
eryday experience (e.g., of moving around the city) is inter-
leaved with the extraordinary experience of a game. These
games deliver an experience that changes according to the
player’s locations and actions.

In LBG, a user equipped with a GPS-enabled handset (e.g.,
a mobile phone) can play a video game that combines a
player’s real world (aka. his physical location) with a vir-
tual world on the handset. The physical location becomes
part of the game board, and the player’s movement directly
influences the gaming progress (may affect the game char-
acter and/or environment). BotFighters and Swordfish are
examples of LBG.

Another form of co-space games integrates a physical envi-
ronment with a corresponding virtual model. Here, RFIDs
and sensors are used to capture information about the play-
ers’ current context, which are transmitted to a server. The
server (which may be controlled by another player) follows
the game rules and relays back to the physical players infor-
mation that help them to proceed (e.g., locations of enemies
in the vicinity). Examples of this category of games include
Wanderer, PAC-LAN, MobHunt, GoogleTron, and Toural-
ity.

It is also not hard to visualize that social networking can
also be conducted in co-space. A person in a certain loca-
tion in the physical space will be able detect a friend at the
same location in the virtual space and together fight some
monsters that are in the virtual space or do some shopping
together in the co-space. They may form interest groups to
share information and trade user-created contents and vir-
tual valuables. Similarly, two “comrades”who fight together
in the virtual space will be able to detect each other when
they are near to each other in the physical space giving op-
portunity for more interaction.

It would be interesting to see how the multi-billion dollar in-
dustry of games and social networking will grow as advances
in technologies to support co-space become mature.

3. WHAT THE DATABASE COMMUNITY
HAS TO OFFER

From the above discussions, we have the following observa-
tions of a co-space environment.

• There is a large amount of data/information generated
within co-space. Some of these are static (e.g., maps,
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quantity-on-hand), while others are dynamic (e.g., lo-
cations, sensor data) and frequently changing. More-
over, large amount of data may have to be streamed
from one space to another, particularly from the phys-
ical to the virtual to ensure real-time tracking of the
environment.

• There is a large number of sensors that are used to
capture the data from the physical environment. In-
network processing may be needed to aggregate data
before transmission.

• There is a large number of events generated within co-
space. These have to be monitored, and may trigger
further actions/events both in the physical and virtual
worlds.

• There is a large number of users (and queries). Each
user device basically contributes a distributed node
into a highly distributed environment.

Clearly, our community has been dealing with the above-
mentioned (perhaps, not at the scale that co-space entails).
We pride ourselves for managing large datasets. We have
addressed and are addressing a wide range of research prob-
lems that are relevant - sensor networks, data streams, dis-
tributed databases, update-intensive operations, search and
data retrieval. As such, our experience will enable us to con-
tribute to this new field and to chart the research directions
ahead.

4. CO-SPACE CHALLENGES
Being an integration of the physical and virtual spaces, it
is certain that co-space brings with it the research issues
within each space. In the physical domain, we need to design
efficient and effective methods to sense the physical environ-
ment (through extensive use of RFIDs or sensing devices),
to transform these data into a form that users will appre-
ciate (through data cleansing, data mining, aggregation or
interpolation), and to process queries in-network, and so on.
While some work has been done (e.g., [12, 21, 26, 36]), we are
only scratching the surface to realize practical deployment.

In the virtual space, with the popularity of Massively Mul-
tiplayer Online Games, there has been tremendous amount
of interest in recent years to design techniques to support
interactive virtual environments for users to communicate
with each other in real-time [14, 37, 38, 41]. As pointed out
in [38], there are a number of research challenges that need
attention, including designing database engines for games
workloads and methods to guarantee consistency across mul-
tiple virtual views. Techniques for caching and indexing vir-
tual environments (e.g., [33, 34]) need further study to scale
to the large number of users.

For the rest of this section, we shall focus on challenges
that arise as a result of the integration between the two
spaces that may be of interest to the database community.
Some non-database related issues include (a) novel interface
technologies that can seamlessly link the physical and cyber
spaces to support real-time interaction between users within
the two spaces; (b) innovative visualization and presentation
of output (events and data) within the co-space on a wide

Figure 2: The Co-space of a Library

range of devices and platforms (small vs large displays, fixed
vs mobile); (c) techniques, tools and devices for capturing
data from the physical environment, and for creating content
(high quality digital images, animation and effects) for the
virtual environment; (d) language translation, transcription
and mediation methods to support social networking and
learning, and many others (e.g,. security and networking
infrastructure).

4.1 Data Fusion over Heterogenous Data Sources
Data fusion is generally defined as the use of techniques that
combine data from multiple sources through inference in or-
der to produce data that is potentially more accurate than
if they were obtained from a single source [15]. While data
fusion has been studied in the context of sensor networks,
data fusion in co-space is more challenging as the inputs
may come from a wide variety of sources including blogs,
video/audio clips, photographs about events that took place
in the digital and physical world.

As an example, consider the co-space of a library in Fig-
ure 2, information from both video camera and RFID read-
ers will be needed to ensure that the location of books are
represented accurately in the digital space. Furthermore,
reviews and opinion on the book can also be drawn from
both the Web and the social network of the user to enhance
the browsing experience. Such fusion of information on a
single entity requires a substantial amount of inference over
semantics that are extracted from multiple data sources.

From the above discussion, we note that co-space data man-
agement is related to the well studied fields of data stream
processing [42], sensors network [26] and data integration
[25, 24]. However, it also differs in at least two ways. First,
unlike the relatively simple aggregation that is being done
over data streams and sensors presently, co-space data man-
agement requires more complex logic inference over these
data sources. Second, unlike data integration which aims to
derive a common schema for a set of heterogeneous databases,
co-space data management need not attempt to do so but
will instead try to detect events that had taken place based
on these data sources and try to depict these events accu-
rately and efficiently in the co-space.

There is a clear need to develop data fusion mechanisms that
can deal with these two issues effectively.

4.2 Distributed/Parallel Architecture
With a large number of cyber users, and physical users with
handheld devices, the co-space environment naturally forms
a distributed (peer-to-peer) system. The system is highly
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complex because of the heterogeneity of the devices. More-
over, there is an enormity of static and dynamic data that
flow within each space and across spaces.

For queries that access static data that are stored locally,
techniques that can facilitate search/discovery of relevant
information are critical. P2P search methods may be ap-
plicable here [17, 20, 39]. However, for dynamic data that
need to be streamed from one space to the other, these meth-
ods may not be suitable. While there has been considerable
work on distributed stream processing [1, 5, 18], these are
restricted to query processing and typically assume a smaller
number of sites and do not address the heterogeneity across
the sites. Here, it seems that publish/subscribe architecture
[9, 13, 42, 43] may be more effective. Novel architectures
that can support streaming data and search efficiently are
needed. For example, we envision a publish/subscribe sys-
tem over peer-to-peer networks where each peer may be a
highly parallel cluster that can support large number of mo-
bile clients.

The need for supporting a large number of concurrent and
both data and computational intensive activities, requires
new system architectures to be autonomic and adaptive and
scalable, in which loads are adaptively balanced and new
nodes can be easily added without substantial reconfigura-
tion effort. Recently, the processing paradigm of MapRe-
duce [7] and other similar applicative programming frame-
works have revolutionaized the extreme data analysis on
clusters, and systems such as Clustera [8] exploit modern
software building blocks for efficiency and scalability. These
and some other recent efforts in exploiting multi core ar-
chitectures and commodity hardware may provide a basis
for development of new database engines. We shall examine
some of the related issues below.

4.3 Database Engines for Co-Space
Managing co-space calls for a re-examination of the database
engines as we understand today. This is because we are deal-
ing with (a) a large amount of diverse types of data, ranging
from structured to unstructured, textual to video, static and
dynamic; (b) data that exist in two different spaces.

Storage Manager
While it is clear that data of different types need to be
managed separately, it is not immediately clear that data
of the same type from the two spaces should be treated sep-
arately. In other words, should the location of a shopper in
the physical mall be stored together with the location of an
online shopper; or should the real-live images of exhibits in
a museum be handled in the same way as the correspond-
ing pictures available in the virtual space. On one hand,
we can simply tag data to reflect the space it belongs to.
This offers a unified view of the co-space and simplifies the
management of data. However, for operations that involve
only data from a particular space, the performance may be
penalized. On the other hand, we can organize the data
from the two spaces separately. But, this may end up du-
plicating resources. Moreover, it may be possible to have
a hybrid strategy - for certain data types, integrating them
may be the best; for others, keeping them distinct may be
optimal. It would also be interesting to study how recent
storage designs such as row- or column- oriented stores [2]

and self-organizing storage [19] can be exploited for co-space
applications.

In the context of a distributed architecture, we need to de-
sign techniques that partition the data across the sites for
efficient processing.

Query Processing and Optimization
Query processing and optimization in a co-space environ-
ment will require novel mechanisms. First, new operators
may have to be introduced. As an example, sensor data
may have to be interpolated (or combined using some user-
defined functions) for them to be consumed by the virtual
space. In fact, data can be processed and transformed as
soon as it is received; alternatively, it can be transformed at
runtime. As another example, data in the virtual space may
be interpreted in a different way from those in the physical
space. These will inevitably lead to changes to the optimizer
so that it can be aware of these operators in order to gener-
ate an optimal plan. Hellerstein’s earlier work on optimizing
queries with expensive predicates may offer a good starting
point [16].

Second, the performance requirements for the two spaces
may not be necessarily the same. For example, it is reason-
able to prioritize sales for a shopper in a physical mall than
for an online shopper (when they both wanted the last avail-
able item). As another example, in the case of a cyber user,
while real-time information is highly desirable, approximate
data may be tolerated (e.g., instead of a high resolution
video stream, a low resolution stream or animation may be
acceptable). This calls for query processing or optimization
techniques to be “space” aware. Moreover, efficient approxi-
mation techniques in the virtual space that do not sacrifice
the quality of the output significantly are highly desirable.

Third, besides I/O, CPU and bandwidth consideration, the
optimizer may have to be device-aware so that a feasible
(and optimal for the device) plan can be generated. Some
works on processing in portable devices [23, 27] and energy-
efficient optimization [3] can potentially be extended for co-
space.

Fourth, we are dealing not only with moving objects (some
moving in the physical space), we are also dealing with mov-
ing queries (user moving in the virtual environment may
need to track all users within his or her view - as the user
moves, his or her view of the space changes). There are very
few works on moving queries over moving objects [11, 10],
and this area is certainly worth further exploration.

Finally, one key challenge in designing a distributed archi-
tecture is to ensure that meta-data that are required for
optimization can be estimated locally at each site/cluster to
minimize information exchange, while at the same time the
quality of the generated plan may not be significantly com-
promised. Designing such a co-operative system is difficult.
Techniques from distributed databases may be relevant here
[35].

Indexing
As mentioned, co-space offers a wide diversity of data. To
manage this, we may need novel indexing methods. For ex-
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ample, in [34], a HDoV tree is proposed to index content at
different degrees of visibility in a virtual walkthrough envi-
ronment. This structure is obtained statically, and requires
high computational overhead. In co-space, we may need a
more robust and dynamic structure to cater to the frequent
updates of information. While some work has been done
for location data [6, 22], no such indexing methods have
been designed for the virtual domain. We need more flexible
schemes to be able to handle update intensive applications
and frequently changing scenes.

Buffer Management/Caching
The two categories of data (coming from the physical and
virtual domains) call for novel buffer management and caching
schemes. In particular, we expect an effective scheme to be
conscious of the semantics. For example, data from the real
space may be given higher priority over data from the vir-
tual space. However, we need to develop criteria to compare
the priorities across the two domains.

4.4 Data Consistency
In networked virtual environments, it is important that users
have a consistent view of the virtual world. This requires
transmitting data within the virtual world. Unfortunately,
there is to-date no solutions that can scale well. Now, in
co-space, the requirement of consistency becomes even more
challenging - the virtual world must also reflect what is hap-
pening in the real world. Given the constraints in bandwidth
and the large amount of data to be transmitted, we do not
expect to see a truly consistent view in both worlds. How-
ever, we can try to keep the virtual world as close to the real
world as possible. One solution is to tolerate some degree
of discrepancies - for numerical data, this may be within
certain coherency requirement; for multimedia data, a low
resolution image/video may be used instead. Some recent
works have looked at how to disseminate streaming data to
a large number of clients while preserving data coherency
[4, 30, 31, 43]. These techniques assume a small number
of distinct objects, and so do not scale to large number of
objects.

A closely related approach is to study how the data to be
transmitted should be prioritized. For example, more crit-
ical data can be transmitted first before less critical data.
We can learn from methods developed for intermittently-
connected and disruptive networks [40]. We believe there
is much needed avenue to be explored in this aspect, e.g.,
to study different scheduling schemes. Besides prioritizing
data, it may also be necessary to develop techniques to
schedule multiple (continuous) queries that meet different
Quality of Service (QoS) metrics. While techniques devel-
oped in [32, 29] provided some insights on how this can be
effectively handled, we believe this direction deserves further
investigation.

5. CONCLUSIONS
The advancement in technologies has changed the way we
live. In the real world, we can participate in virtual games.
In the world of the virtual, we can shop, engage in strate-
gic games that thrill us and receive real-time information
and acquire knowledge. The merging of these two spaces
will further enhance user experience. This paper has argued

for the co-existence of the two spaces, not as independent
entities but as an integrated world where the two spaces in-
teract simultaneously, and users experiencing an augmented
world (either reality or virtuality) seamlessly. We have pre-
sented several promising applications of co-space, and dis-
cussed some research issues that the database community
can contribute.

In our discussion, we have focused primarily on the present;
with virtual space technology, time no longer “bounds” us
- we can, for example, be physically at a historical site ex-
periencing virtually an event that transpired in history on
the exact spot that we are standing; likewise, we can have a
virtual futuristic view of the current location.

As researchers, we look forward to the exciting challenges
in this field, and encourage members of our community to
join us. Perhaps, by 2015, we will experience the world of
co-space as end-users and be brought “back to the future”!
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